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With the continuous advancement of Sino-Russian scientific and technological
cooperation, the demand for translating specialized texts such as technical literature and
reports has surged, making it difficult for traditional human translation to meet the
requirements for efficiency and scale. The current accuracy of Chinese-Russian Neural
Machine Translation (NMT) systems in handling specialized scientific and technical texts
remains suboptimal, exhibiting significant issues particularly in terminology, consistency,
and structural conversion. The innovations of this paper are twofold: first, the construction
of a Chinese-Russian parallel corpus covering domains such as mechanical engineering and
computer science, addressing the limitations of general-domain corpora; second, the
adoption of a multi-system comparative framework to conduct quantitative evaluation and
qualitative analysis of the Chinese-to-Russian translation performance of three mainstream
NMT systems. This study constructs a parallel corpus encompassing both
scientific/technical and general domains, evaluates the Russian-to-Chinese translation
performance of three mainstream NMT systems, and performs error type statistics and
analysis based on BLEU scores and manual annotation. The results show that the average
BLEU score for scientific and technical texts is 0.19 points lower than that for general texts,
with terminology mistranslation, word order errors, and semantic confusion identified as the
primary error types.

Neural Machine Translation (NMT), Translation Quality Evaluation, Scientific
and Technical Texts.

With the deepening of the Belt and Road Initiative, Sino-Russian scientific, technological, and
economic cooperation has experienced explosive growth. According to 2024 data from China's
General Administration of Customs, the trade volume of high-tech products between China and
Russia exceeded 280 billion yuan, a year-on-year increase of 32%. The demand for the mutual
translation of technical documents in fields such as aerospace, energy, and intelligent manufacturing
has surged by an average of 45% annually. As the core carrier of technology transfer, the accuracy of
scientific and technical text translation directly impacts cooperation efficiency. A telling example
occurred in 2023: a mistranslation of a key term in a Sino-Russian nuclear power plant cooperation
project led to delays in equipment commissioning, resulting in economic losses of over 120 million
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yuan. This incident underscores the strategic significance of high-quality Chinese-Russian scientific
and technical text translation.

Neural Machine Translation (NMT) has become the mainstream technology for Chinese-Russian
translation. While commercial systems like Google Translate and Baidu Translate achieve BLEU
scores of 26-29 in general text scenarios, they still face severe challenges in translating scientific and
technical texts. This is attributable to two main factors: Firstly, Chinese and Russian belong to
different language families, and the scientific and technical domain contains numerous specialized
abbreviations and complex long-sentence structures, leading to frequent semantic loss in existing
NMT models. Secondly, the scale of publicly available Chinese-Russian parallel corpora for
scientific and technical fields is insufficient; as of 2024, the volume of domain-specific annotated
corpora is only one-eighth that of Chinese-English scientific corpora, consequently limiting the
models' generalization capability.

Existing research predominantly focuses on optimizing NMT models for general texts or
improving translation effectiveness within a single domain. Significant gaps remain in the
construction of unified multi-domain scientific corpora, the quantitative evaluation of systematic
errors, and the analysis of error migration patterns across different scenarios. Although some studies
mention terminology translation errors, they fail to establish a comprehensive error taxonomy
covering syntactic, semantic, and pragmatic levels, thereby hindering targeted optimization of NMT
systems.

In recent years, scholars [1-7] have conducted extensive research on neural machine translation.
Since its emergence in 2014, Neural Machine Translation (NMT) technology, leveraging the
encoder-decoder architecture of neural network models, has achieved significant improvements in
translation fluency. It has gradually replaced Statistical Machine Translation (SMT) as the
mainstream paradigm in the industry. Companies such as Google, Baidu, and Tencent have
successively launched NMT systems, driving the technology towards practical application and
commercialization, even claiming to achieve "human parity" in the domain of general news.
However, existing studies generally indicate [8,9] that NMT still exhibits significant limitations in
vertical domains. Post-Editing (PE), as a crucial step for enhancing translation quality, has
consequently become a key research focus for both academia and the industry.

From the perspective of technological development, machine translation has undergone three
paradigm shifts: from rule-based, to statistical, and finally to neural network-based approaches. Li
Xiaoqiao et al. [7] revealed that early rule-based systems relied on the manual construction of
linguistic rules, resulting in insufficient flexibility. Statistical methods, which trained models on
parallel corpora, improved translation accuracy but suffered from issues such as rigid sentence
structures. Guo Wanghao et al. [10] pointed out that NMT subsequently achieved a breakthrough in
handling contextual coherence through high-dimensional vector representations of linguistic
semantics. Systems from companies like Baidu and Google can achieve BLEU scores above 27 on
general corpus tests. However, the specific characteristics of vertical domains pose greater
challenges for translation systems.

The core challenges of NMT in vertical domains lie in its insufficient capability for handling
specialized terminology and adapting to context. The problems are more pronounced within
scientific and technical fields. Wu Xu [11], taking scientific texts from The Economist as the
research subject, compared the translation performance of Baidu, Youdao, and DeepL. The study
identified issues at the lexical level, such as the inaccurate identification of compound terms. For
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instance, "exotendons" was mistranslated respectively as "Waishengi(#MH #%)" "Waishenjijian(%}MH
JIL B )" and "Waijian( #I fi# )" which stems from the lag in corpora incorporating emerging
terminology. At the discourse level, due to imperfections in the attention mechanism, machine
translation struggles to capture intra-sentential cohesive relationships. For example, the semantic
connection between "from the design...to weather forecasting" and the preceding "enabled" was
disrupted, resulting in a merely literal translation.

The research of Cai Yuan et al. [12] also corroborates common issues in scientific text translation,
including the omission of term translation and category mismatches. These problems persist even
when using Baidu's specialized API. Wu Tingting [13] further pointed out that disambiguating
polysemous words is a common difficulty in cross-lingual vertical domain translation.
Approximately 80% of the test samples contained errors in word sense selection, attributable to the
model's "hard alignment" mechanism lacking sufficient context dependency.

Post-editing, serving as the critical link connecting machine translation with practical application,
has developed a diverse system of theoretical and practical research. It is generally categorized into
full post-editing (FPE), which aims for functional equivalence with human translation, and light
post-editing (LPE), which focuses primarily on accuracy and comprehensibility. Regarding scientific
and technical texts, Song Weiwen et al. [4] proposed a hierarchical editing strategy: employing light
post-editing to adjust expressions for lexical errors, implementing full post-editing to restructure
sentences for syntactic and logical errors, and resorting to creative retranslation for ambiguities and
back-translation errors.

Current research still exhibits deficiencies in three key aspects: first, the development of vertical-
domain corpora lags behind, with the delayed incorporation of emerging scientific and technical
terminology being particularly acute; second, post-editing tools lack sufficient intelligence and
customized features for specialized domains; third, studies on error types predominantly focus on
surface linguistic features, with limited exploration of the internal semantic representation
mechanisms within the models. Future research needs to integrate domain knowledge graphs to
optimize terminology processing modules, develop self-adaptive editing tools with autonomous
learning capabilities, and establish a cross-domain translation quality evaluation system, thereby
promoting the deep integration of NMT and post-editing.

This study specifically selected three mainstream NMT systems—Yandex, Google, and Baidu—as
the experimental subjects. A set of 50 technical text sentences was chosen as the experimental
material, alongside 50 general domain text sentences for control. The internationally recognized
BLEU (Bilingual Evaluation Understudy) algorithm was employed to evaluate the quality of the
translated outputs, aiming to objectively reflect the current performance of these NMT systems in
Russian-to-Chinese translation within the scientific and technical domain. Following the BLEU
score assessment, this study will further conduct a manual classification and statistical analysis of
machine translation errors.

This study aims to investigate the following two research questions (RQs): (RQ1) Are there
significant differences in the quality of Chinese translations produced by mainstream machine
translation systems when translating Russian technical texts compared to general texts? (RQ2) What
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are the prevalent error types in Russian-to-Chinese translations of scientific/technical texts, and what
characteristics do they exhibit?

3.2. Research workflow

The technical workflow adopted in this study is as follows: construction of an experimental dataset
and a control dataset, utilization of mainstream domestic and international neural machine
translation systems to perform Russian-to-Chinese machine translation on the experimental and
control data respectively, followed by the calculation of BLEU scores, and finally, the classification
and statistical analysis of errors in the machine-generated translations.

3.3. Research dataset

To investigate whether significant differences exist in the quality of Russian-to-Chinese translations
produced by mainstream domestic and international neural machine translation systems for technical
texts versus general texts, the researchers constructed two datasets. The experimental dataset
comprises Russian-Chinese bilingual texts from the domain of scientific and technological news. In
contrast, the control dataset primarily consists of Russian-Chinese bilingual texts from the domain
of news on diplomacy and cooperation. The source texts for both datasets were sourced from the
internet and are of an open nature, aiming to maximize the comparability of the experimental results.

3.3.1. Selection of Chinese-Russian bilingual corpora

After careful screening and selection, the researchers chose the following texts as the primary
sources for the raw data in the experimental dataset:

» "Kuraiickue yud€Hble pa3paboTald HOCHUMYIO CHCTEMY aHaJU3WPOBAaHUS MOTa IS PaHHEro
npenynpexaeaust o 6one3nn [Tapkuacona" ("Chinese Scientists Develop Wearable Sweat Analysis
System for Early Warning of Parkinson's Disease")

* "Kuraif ctan ogHUM W3 TIOOAIBHBIX JHACPOB '3€JC€HOM TEXHOJIOTHYECKOW pPEBOTIONHUH' --
sxcniepT MKCA PAH" ("Russian Expert: China Becomes a Global Leader in the 'Green Technology
Revolution'")

For the construction of the control dataset, the researchers selected segments from the following
bilingual parallel texts:

* "Kuraii HampaBun mnpuniameHuss Ha BcemuphHyio koHgepenuuto no WU 2025 roaa
BBICOKOIIOCTABJICHHBIM MpesicTaBuTeNsIM O6onee 40 cTpaH U MeXAyHapOAHbIX opraHuzanui -- MUJI
KHP" ("Chinese Foreign Ministry: China Has Sent Invitations to High-Level Representatives from
Over 40 Countries and International Organizations for the 2025 World Al Conference")

* "Kuraiickas komnanusa u POIIM HamepeHbl cOBMECTHO MOCTPOUTH B IIeknHE HOBBII OpUEHTHUD
corpynuundectBa AByx cTpaH" ("Chinese Company and RDIF Intend to Jointly Build a New
Landmark of Bilateral Cooperation in Beijing")

3.3.2. Corpus preprocessing

Corpora downloaded from the internet often have inconsistent formats, containing extraneous
spaces, tables, figures, and other elements irrelevant to the research focus. Therefore, data cleaning
was initially performed. The researchers preprocessed the corpora through the following three steps:
(a) converting all texts into TXT format; (b) removing redundant spaces, blank lines, as well as
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charts, symbols, etc., unrelated to the research task; (c) deleting tables of contents and various types
of annotations present in the original documents.

3.3.3. Bilingual corpus sentence alignment

Following the completion of the raw corpus preprocessing, the researchers performed sentence
alignment on the Russian-Chinese bilingual texts.

3.4. Construction of the research dataset

The researchers conducted further processing on both the experimental and control datasets. On one
hand, a random sampling method was employed, using a computer to extract 50 Russian sentences
from the technical text experimental dataset. Subsequently, the same method was used to extract 50
sentences from the general text control dataset. Finally, manual verification was performed on the
alignment quality and text format of the selected bilingual aligned data, ultimately finalizing the
construction of the research dataset. The basic information for the two datasets is presented in Table
1.

Table 1. Basic information of the experimental dataset and control dataset

Dataset Type  Type Original Text (Russian) Translated Text (Chinese)

Number of Sentences Number of Words ~ Number of Sentences Number of Characters
Military Texts 50 203 50 462
General Texts 50 234 50 719

The constructed datasets were imported into Microsoft Excel. Utilizing a self-developed Python
script, the online machine translation engines of Google, Baidu, and Yandex were called to perform
Russian-to-Chinese translation on the collected Russian source texts. The translation results were
retrieved and displayed in Microsoft Excel for subsequent data analysis. The experiment was
conducted on August 21, 2025, and the translation results are shown in Figures 1 and 2.

50 Common Audit Statements (Chinese-Russian Bilingual Edition)

Number Reference Transiation Original Text Google Translate. Baidu Translate ‘Yandex Translate
1 PR AL 45 R EARAE T A& (51 CRREG M POMNM nponeny neperol o 3¢ RA NS #] (CRREG) Y i THALS RS
Ty R AR T i S - Croponet nnakmpysoT coanaTs 8 M A iR AEAE AU i ek S0 SCfk - 005 R AE R i ?ﬁ!n!ﬂ{sz XA A RO — b S8 bl R
AR RS L ERM. 1 Npoarr Gyaer WA 303 A 2 MR BRI £
mfnﬁmﬂw&m\mmm!%nh cyseperaA howa szmmhrutmana»mﬂﬁ ER P RIS (ROIF) AL 09 RIS @ BAD RN LM R, 1
el 4 Ak R 6 0 SR R o AT R MR T B T o IR RIS G LY 4 T O R MR T B

ARESH L LR %L LewT nnarmpyeTcs paimecTHTs ¢ AF it EJNHI:&(E’-(:&IH%I(K R L BRSBTS e L R TR
PLAEH S, LfL. WM, Uswrp AR L R o A R SRR CERIEHE, ok i1 I
RIS . R Bl Pooon: "R 1 HH LLAE.
WA BT Mpens poe WO F AR 54 B MR U8 SO T WA AR TS BT B35 B 88 S«

R AR R, I CTopons noanwcanu memopansys TL1y % B 1 J0H A H ) & il SO R 14 PRl Ll kool | AU 8 T S Ml A £ fe ik«

cE e ma N

3

Figure 1. Translation results of the three machine translation systems (Google, etc.) - general
sentences

50 Toch-Ralatedt ian 8il

Original Text Google Translate. Baidu Transiate Yandex Transiate

4y 4152 KT ABRETES OoyenM w3 W pOBLX TIARER0R “Senden o I8 A HECLF PR I BRI — . oI MR A I R R A R 2
RO E 0, komsscTRY e I8 548 R SR % 9B ARG 080503 14 AR BB NS TS oI SF SRR AR 490 B HY WA T4

2 ' #1851200 . LT S

LTS & ampyer e THILS PN M A FOA P

o R T SRRk B B mnpe pasior. EAgS T I T RN, PN n—wwwmm ) \ .

- 3 3}

CE NGB E T

ki M4 IR peuwssn krwuanes JCELL TIIEBN P CUREI. SN T L KBERAT
T ] ) ECS R TR A BRI RS T
R R Cuctas 10T 2 €. R RN BRI
10 ESRMHHAENTHRALMLE.  Buomerpun npusnercs s o wosTope 4 ULEFH AN T LM AR TR, B TR,

Figure 2. Translation results of the three machine translation systems (Google, etc.) - technical
sentences
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Following the text processing method proposed in Reference [10], this study likewise employed
BLEU for evaluation. The Bilingual Evaluation Understudy (BLEU) algorithm, proposed by IBM in
the United States, is an automated metric for evaluating the correspondence between machine
translation and professional human translation. It is currently a widely adopted automatic evaluation
metric for machine translation. In practice, the calculation can be performed directly in Python by
utilizing the nltk.translate.bleu score toolkit from NLTK (Natural Language Toolkit). In this
experiment, all parameters were set to their default values, and the data smoothing method
recommended by Chen & Cherry (2014) — Method 4 — was applied. The final BLEU score data
was obtained through this calculation process.

In the automatic evaluation based on BLEU scores, a higher BLEU value indicates that the machine
translation result is closer to the human reference translation. The descriptive statistics of the
experimental results for the two datasets show that the average BLEU scores for the Russian-to-
Chinese translations of scientific/technical domain texts by the three NMT systems (Google, Baidu,
Yandex) are 38.69, 38.84, and 38.53 respectively, with an overall mean of 38.69 (see Table 2 for
details). For general domain texts, the average BLEU scores are 38.76, 38.82, and 38.51
respectively, with an overall mean of 38.70 (see Table 3 for details). The experimental results
confirm that neural machine translation, represented by the current mainstream commercial systems,
performs slightly better in translating general domain Russian-Chinese texts compared to
scientific/technical texts. The average BLEU score for the former is 0.19 points higher than that for
the latter.

Table 2. Performance of the three NMT systems (Google, etc.) on technical text translation (BLEU

scores)
System Sample Size Min Max Mean Standard Deviation
Google 50 26.34 52.17 38.69 5.23
Baidu 50 27.12 53.45 38.84 5.31
Yandex 50 25.89 51.78 38.53 5.19

Table 3. Performance of the three neural machine translation systems (Google, etc.) on general
domain text translation (BLEU scores)

System Sample Size Min Max Mean Standard Deviation
Google 50 26.78 52.89 38.76 5.35
Baidu 50 27.45 53.92 38.82 5.42

Yandex 50 26.12 52.34 38.51 5.28
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Statistical analysis reveals that Baidu Translate achieved the highest average BLEU scores in both
domains (38.84 for technical texts and 38.82 for general texts). Google Translate performed
moderately, slightly below Baidu but superior to Yandex. Yandex consistently registered the lowest
average BLEU scores across both text types. All systems exhibited standard deviations around 5.2,
indicating a certain degree of fluctuation in translation quality across different sentences. The
performance levels for scientific/technical and general domains were very close, suggesting these
NMT systems possess a comparable adaptability to different textual domains. The ranges between
maximum and minimum values demonstrate that the translation quality for certain specific
sentences can significantly exceed or fall short of the average level. These results reflect the overall
capability of current mainstream NMT systems, with Baidu holding a slight lead in Chinese-Russian
translation tasks, while all three systems demonstrate relatively stable performance across different
domains.

Based on the manual analysis and classification of error types, it was found that all three
translation systems—Google, Baidu, and Yandex—produced errors in both scientific/technical and
general text translations. However, the distribution and severity of these errors varied, as detailed in
Tables 4 and 5.

Table 4. Error type statistics for general text translation

Translation Tool Error Type Combination Number of Errors (Total: 50 sentences) Percentage
Google Translate ~ Spelling + Lexical + Syntactic + Semantic 50 100%
] Lexical + Semantic 45 90%
Baidu Translate . . . .
Spelling + Lexical + Syntactic + Semantic 5 10%
Lexical + Semantic 44 88%
Yandex Translate ] ) . .
Spelling + Lexical + Syntactic + Semantic 6 12%

Table 5. Error type statistics for technical text translations

Translation Tool Error Type Combination Number of Errors (Total: 50 sentences) Percentage
Google Translate ~ Spelling + Lexical + Syntactic + Semantic 50 100%
Lexical + Semantic 40 80%
Baidu Translate Error-free : 2%
Lexical + Syntactic + Semantic 1 2%
Spelling + Lexical + Syntactic + Semantic 8 16%
Lexical + Semantic 39 78%
Yandex Translate Error-free 2 4%
Spelling + Lexical + Syntactic + Semantic 9 18%

(1) Google Translate Outputs:

In both general and technical text translations, the outputs from Google Translate were assessed
as containing spelling, lexical, syntactic, and semantic errors simultaneously in all 50 cases for each
text type. This indicates that Google Translate exhibits severe and systematic issues across all these
error categories for both text genres. It is hypothesized that this stems from significant limitations in
its language processing algorithms when handling the complex structures of Chinese and Russian,
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specialized vocabulary, and specific contextual nuances, ultimately failing to accurately comprehend
the source text meaning and perform appropriate translation transformations.

(2) Baidu Translate Outputs:

General Texts: The primary error types were concentrated in lexical and semantic errors, with 45
instances. Additionally, there were 5 instances containing a combination of spelling, lexical,
syntactic, and semantic errors. This indicates that Baidu Translate faces significant challenges in
word choice and accurate semantic representation when translating general texts, although its
performance regarding syntax and spelling is relatively better. This may be attributed to the more
flexible and diverse linguistic expressions found in general texts, which include numerous idiomatic
expressions and culture-specific references, thereby impacting the accurate translation of vocabulary
and meaning.

Technical Texts: There were 40 instances of lexical and semantic errors, 1 error-free instance, 1
instance combining lexical, syntactic, and semantic errors, and 8 instances combining spelling,
lexical, syntactic, and semantic errors. Compared to general texts, the presence of error-free
instances and a more dispersed distribution of error types in scientific/technical text translation
suggests that Baidu may have implemented certain optimizations for specialized vocabulary and
fixed expressions in this domain. Nevertheless, room for improvement remains in its handling of
lexicon and semantics.

(3) Yandex Translate Outputs:

General Texts: There were 44 instances of lexical and semantic errors, and 6 instances combining
spelling, lexical, syntactic, and semantic errors. Similar to Baidu, the primary issues are
concentrated at the lexical and semantic levels. This is hypothesized to result from linguistic and
cultural differences, as well as the translation model's misinterpretation of certain specific
expressions.

Technical Texts: There were 39 instances of lexical and semantic errors, 2 error-free instances,
and 9 instances combining spelling, lexical, syntactic, and semantic errors. Yandex produced slightly
more error-free instances in scientific/technical text translation than Baidu. However, the overall
distribution of error types is similar to that observed in general texts, suggesting a certain
consistency in its translation strategy across different text types.

This study conducted a comprehensive evaluation of mainstream neural machine translation (NMT)
systems, focusing on errors in Chinese-Russian translation. The findings indicate that while these
systems possess a foundational level of translation capability, significant room for improvement
remains. Across various tests, Baidu's NMT system demonstrated relatively superior performance in
the Chinese-Russian translation task, holding a slight lead over the other compared systems.
Furthermore, all evaluated systems, including Baidu, exhibited relatively stable performance across
different domains, without significant fluctuations attributable to domain variation.

To further optimize Chinese-Russian specialized translation systems, we propose the following
recommendations. First, establishing a specialized scientific terminology database is crucial, as this
ensures the accuracy and consistency of technical term translation. Second, integrating terminology
annotation with grammatical parsing technology can effectively enhance translation accuracy and
reduce errors related to grammar and terminology. Finally, actively promoting the development of
human-machine collaborative Computer-Aided Translation (CAT) platforms will allow machine
translation and human expertise to complement each other's strengths, thereby improving both
translation efficiency and quality. Through these optimization measures, Chinese-Russian neural
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machine translation systems are expected to achieve higher performance levels in the future, better
meeting the demands of both professional fields and everyday communication.
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